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Motivation

Permissionless blockchains mainly deal with crypto-currencies and are prone to cyber

attacks, scams and ransom payments

Can we train ML model to detect such activities and generate alerts?

—

- Blockchain Transaction graph is a Temporal Graph

malicious activity and thus neglect temporal aspects such as behaviour changes over

time

- They use graph properties such as inDegree, outDegree and clustering coefficient
on top of blockchain specific properties such as transaction amount.
Aggregated Graph
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Temporal
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Motivation

plinDegree)

- Distribution of inDegree and outDegree follows power-law suggesting bursty

behaviour.
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. We find that each account behaves differently and features follow a distribution.

Figure: 2
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Motivation

. We find that each account behaves differently and features follow a distribution.

«  Distribution of Inter-Event Times follows truncated power law suggesting Temporal
Burstiness.

Temporal burst
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Motivation

We find that each account behaves differently and features follow a distribution.

Most Malicious accounts interact with accounts that they have not interacted in past (Low

Stability of Neighbourhood) .
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Experiment Setting

B . Ethereum Mainnet dataset (under-sampled from 1:23500 to 1:233).
Datasets - 700k (approx 697k benign + 3k malicious) accounts.
Two types of accounts : EOAs and SC.
Malicious accounts those involved in Phishing, Scams, Hacks etc.

Entire transaction history of these accounts from genesis block until 7t
% December 2019

Preprocess

Preprocessing stage involves data cleaning and construction of temporal graphs.
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Representation of accounts wrt time
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Feature Constructor

Features Extraction/Construction

e Features motivated from previous attacks, scams and ransom payments.
« Burst based
o Degree, Temporal, Txn. Amount, GasPrice
o Time Series based
« In/Out Degree, Balanceln/Out, MaxIn/OutPayment,GasPrice, Attractiveness and Inter-event
time
« Non Time Series based

- Existing feature set :

o TransactedFirst, TransactedLast, ActiveDuration, LastActiveSince, ZeroTransactions, Uniqueln,

Clustering Coefficient



Burstiness: Degree 13

Feature Constructor

More than ©, events happening at the same time.

Attacks such as All-in-vain theft uses such feature.

e Incomingtransactions
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Burstiness: Temporal

Feature Constructor

Events happening for at least ©, consecutive time instances.

Accounts involved in Gambling show such behaviour.
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Burstiness: Txn. Amount

Feature Constructor

balancelnburst ——

Transaction amount more than ©,. —>

Silk Road accounts showed such transaction amount
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Similarly, Burstiness for gasPrice can also be defined.

00000000

- Txn_ Fee = gasUsed * gasPrice



Attractiveness

Feature Constructor

1_ Nit’mﬂ(UjeT_{t} me)‘
Use notion of stability of neighbourhood. Al — ‘U]ET NP

when j > 0 and N/ # ()

e N’ neighbourhood of account i at time t.

otherwise.
[ ]

T={t,t-1,...,t- ©,}; ©, = duration of dataset
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e Otheraccounts
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Features Post-processing "o

Postprocess FC Data

e Time Series based features such as In/Out Degree need to be further characterized into features.

Tsfresh is used to extract features from such time series.
It provides more than 400 features for each time series.
We use top 3 features that have high gini coeffiecient.

Many of the features were correlated.

e This resulted into a total of 59 features, again out of which some features were correlated. Only 36
features remain after the reduction.

- We also used PCA to identify 28 principal component conserving nearly 98 % variance.
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Supervised Learning

TPOT
Features Data identified | Balanced | Precision Recall F1 score
. Segment Classifier | Accuracy | Mal Ben | Mal Ben | Mal Ben
e Using AutoML tool called TPOT 28 Only EOA | ExtraTrees | 0872 ] 038 1.00 | 075 099 | 0.50 1.00
(PCA) | EOA and SC | ExtraTrees 0.873 022 1.00 | 0.76 0.99 | 0.34 0.99
36 Only EOA ExtraTrees 0.876 0.11  1.00 | 0.78 0.97 | 0.19 0.99
EOA and SC | ExtraTrees 0.882 0.24 1.00 | 0.78 0.99 | 0.37 0.99
« Configured to techniques used in related work 5 Only EOA | ExtraTrees | 0881 | 0.26 1.00 | 0.77 009 | 038 0.09
' EOA and SC | ExtraTrees 0.887 0.29 1.00 | 0.78 0.99 | 0.42 1.00
and more. 28 (PCA) EOA BivtraTreesClassifier (class weight = ‘balanced’, max_features = 0.4, max_samples

= 0.3, min_samples leaf = 11, min_samples split = 19, n_ estimators = 600)
28 (PCA) EOA and SC By tra TreesClassifier (class_weight = ‘balanced’, criterion = ‘entropy’, max_ fea-

° Apphed to different Subsets Of the datasets to tures = 0.25, max_samples = 0.15, min_samples_leaf = 13, min_samples_split = 4, n_ esti-
. e . mators = 800, n__jobs = 20, random_ state = 100)
get best classifiers in each case. 36 EOA ExtraTreesClassifier (bootstrap = true, class_ weight = ‘balanced’, max_ features = 0.15,

max_samples = 0.7, min_samples_leaf = 8, min_samples split = 18, n_ estimators = 200,
n_jobs = 10, random_ state = 100)

° Used balanced accuracy as a performance 36 EOA and SC Fixtra TreesClassifier (class_ weight = ‘balanced’, criterion = ‘entropy’, max_ features
= 0.45, max_samples = (.75, min_samples leaf = 18, min_samples_split = 6, n_ estimators
measure. = 200)

59 EOA FxtraTreesClassifier (class_weight = ‘balanced’, max_ features = 0.2, max_samples =
0.75, min_samples leaf = 13, min_samples split = 19)

o Lxtra Tree ClaSSIfler performs best with 59 EOA and SC FivtraTreesClassifier (class weight = ‘balanced’, criterion = ‘entropy’, max_features

I‘eSpeCt tO balanced accuracy' Z (2)63(),)111axisa111ples = 0.3, min_samples_ leaf = 14, min_samples_ split = 20, n__estimators



Unsupervised Learning

K-Means Clusters

e K-Means performed best and identified 10
clusters for one configuration (9 for another).
e We chose the cluster with most malicious nodes

among identified clusters and identify behavioural

Dataset Configuration

similarity between malicious and benign accounts .,

. h 1 mmm # malicious EOAs
1n that cluster.
- Use cosine similarity score (s;;) between malicious 1000 4
node i and benign node j
0- —— T T T
- If's;>=1-¢. Account j is Malicious 2 i 6 8 10
H 1 0_7 1500 o # of malicious EOAs and SCs
- Heree = ;
1000 -
N H
0 = T T T
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cluster #



Results

e We have found 554 and 293 accounts in only EOAs and All accounts settings
respectively. 160 accounts are common in both of them.
e Most of these accounts
Have not transacted since a very long time.

Have only incoming transactions with less stable neighbourhood.
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Behavioural Analysis

e Segment data into Sub-Datasets(SD) of different granularity (Tg).

1531 Day (6000 blocks) datasets, 219 Weeks (7 Days) datasets, 52 Months (30 Days) datasets, 18
Quarter (3 Months) datasets, 9 Half yearly (6 Months) datasets, 5 Yearly (365 Days) datasets, and
finally Full dataset.

Preprocessing, Feature construction and post-processing steps again performed for each granularity.

Apply K-Means with previously identified hyperparameters on each 1800+ datasets, identify cluster
with most malicious accounts, find cosine similarity between benign and malicious accounts in best

identified cluster.

Data Sample — Preprocessed Data Preprocessed Data Selected Dda—
Data Data — Data — Data Yoo Data | Dbda ‘
(@)% (@)% )= )=(F)"

Datasets Temporal Data Preprocess Feature Constructor Postprocess FC Data k-Means Sihouette Plot Cosine Similarity
Sampler



Behavioural Analysis

. Find number of time an account changed its behaviour
(Malicious <--> Benign ).

. 9254 unique benign accounts showed unstable behavior.

. Probability of an account being malicious in a given Tg is

i zjeSD(Tg)" M;

where n; is the number of times in a particular T'g the account i

appears, M; is label given by our analysis to the account i in j* SD

. For 814 unique accounts probability of being malicious was very

close to 1.
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Validation

We notice new 1252 malicious added until 25t May 2020.

These account have different behavior from previously marked
accounts

We applied ExtraTreesClassifier with identified hyperparameters,
but, it failed to detect newly tagged malicious accounts as their
behaviour is different.

However if 10% of the new malicious accounts are added to training
set, it successfully detects all other 90% of them.

We do not apply unsupervised learning as we do not have sufficient

data for them.

Most accounts are newly created

Malicious accounts until 7th Dec 2019
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Conclusion+Future Work

We present a way to detect malicious accounts considering the temporal nature of the blockchains.

We have introduced graph-based temporal features (such as Burst and Attractiveness ) that are
inspired by the existing attacks in the blockchain.

We performed behavioural analysis considering temporal graphs rather than only using aggregated
graph. Through which we also identified potential malicious accounts.

In Future, we can also try Reinforcement Learning so that our model can continuously learn and modify
itself learning from newly tagged malicious accounts.
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